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## The Project Title

Creating a more challenging and responsive RTS AI player.

## Project Context

Current RTS AIs build their base on a semi random placement frequently resulting in buildings blocking the entrance to others and a lack of focussed defence that is easily overpowered by even a moderately skilled player including placing defensive buildings in the middle or worse at the back of the base where they are ineffective. Additionally attack waves are usually programmed in advance and will never change between plays or to respond to the player. The end result is a poor AI player that needs a serious handicap to compete. My goal is to make an AI that can compete to some degree on even terms. This AI will build it’s base sensibly and adapt to the state of the level, more efficiently using limited resources rather than relying on having more than the player.

## Specific Objectives

* Create an AI that will check for blocking before placing a building.
* Focus the defensive units in key locations rather than evenly throughout the base.
* Allow the definition of base to adapt depending on map conditions.
* Unit build queue will respond to the player’s build.
* Run reasonably on a standard PC.
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## Potential Ethical or Legal Issues

There are no potential ethical or Legal Issues.

## Resources

No unusual resources will be required

## Potential Commercial Considerations - Estimated costs and benefits

Primary cost will be my time - 3-400 man hours for a developer. Benefits will be a better experience in single player RTS type games although elements will be transferable to various other more industry related applications for planning.

## Proposed Approach

\* Reduce game to RTS minimum – build on timers, units move automatically towards base. 3 units – light, medium, heavy – light < medium < heavy < light. Block graphics. At least for the early implementation reduce the game to almost 2 player tower defence. Resource management is desirable but not vital.

\* Pathfind (best first? A\*?) to enemy base, find closest minima of path width. Mark as a chokepoint. Repeat with chokepoint closed until no path can be found. Contained area is defined as base (zone of influence)

\* Ensure no placed buildings block path to enemy base

\* Concentrate defence around the choke point. (again – zone of influence, primary overlap on the choke point)

\* Keep running totals of incoming units and build correct counters in proportion to running total

\* Heuristic: number of units that reach each base. Given building on a timer the possible score should be fairly constant so long as test length is constant.

\* implement a traditional “random” base building AI as a control.

\* Stretch: have the AI defend from other than just the closest choke point if it is viable.

\* Stretch: include air units.